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Abstract 

Structured meanings have evolved as a well-suited tool to describe the semantics of focus 
constr~ictions (cf. vein Stecl-low 1990; Jacobs 1991; Krifka 1992). In this paper, 1 will show how 
struct~ired meanings can be combined with a framework ofdynamic interpretation that allows 
for a cogent expression of anaphoric relations and presuppositions. I will concentrate in 
particular on the semantics of the hcusing particle only and discuss several phenomena that 
have gone unnoticed or unsolved so far. for example tlie introduction of discourse markers in 
the scope of only and alternatives that are anaphorically related to quantifiers. In particular, 1 
will show that the proposed representation forniat can handle sentences with multiple 
occurrences of focusing particles. The paper also includes a discussion of the behavior of 
negation with respect to presuppositions, and of principles that govern the interpretation of 
focus on quantified NPs. 

1 I N T R O D U C T I O N  

This paper is a sequel to Krifka (ig92a), where a semantic framework was 
developed to handle expressions with focusing operators, including complex 
cases with multiple focusing operators. There 1 elaborated on a representation 
format developed independently by von Stechow and Jacobs-structured 
meanings-and showed how the construction in question can have a 
compositional treatment. However, I suppressed the fact that focusing 
operators typically introduce presuppositions, and treated all semantic conrrib- 
utions of an operator as assertional. In this paper I show that structured mean- 
ings can be combined with a representation format that can express the 
distinction between assertions and presuppositions as well as anaphoric 
relations.' 

2 F O C U S - B A C K G R O U N D  S T R U C T U R E S  

One of the basic assin-nptioiis of formal senianrics tor natural  laiiuiiaiT is t l i a t  

iim'rpi-i.-tatioii is (-oi~ipositioii:il, t1i:it is, tlx.. i i i i . ~ : i ~ i i i i ~  ( i t  . I  c ~ I I I ~ I G \  c\lin-ssinii 
$ l j l  I] is l:iveii i i i  in tiis olilir ilii..iinn!lts nl u s  i ~ i i ~ i i r i l ~ . ~ r  s \ i i ~ . n  i n  lulls. (/) 1 .iii(l 
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[+I. There is an interesting set of constructions that potentially challenge this 

assumption, namely, focus-sensitive operators. Take only in the followins 
examples, where capitalization symbolizes phonological stress. 

( I )  a. John only kissed MARY. 
b. John only KISSED Mary. 

In both cases the phrase structure is arguably the same; oÃ§l t o 1  111s .1 

constituent with the verb phrase hissed Mary. However, the nie:ii] III!; ( 1 1  I 

sentences, and hence die meanings of the complex verb phrases c , ) I  I I . I  i I I I I 13 
only, clearly differ: (a) has a reading (i) saying that the only person J o l i n  k i ssed  

was Mary, and a reading (ii) saying that the only thing John did w.1; k I \ \  M . I  ry .  
(b), in contrast, has a reading saying that the only thing John i.hi.1 l o  M.II \ \\.is 

that he kissed her. Obviously, the stress location plays a role in ~ I u w -  ( 1 1  I Icn-in 
readings. When we adhere to the principle of compositionali r ) ,  , I  I I J  I i I I d 1t.i - 
more agree that the syntactic structures of (a) and (b) arc essri~t~.ilK I lir ~ . I I I I ~ ~ ,  

then we must accept that the meanings of kissed MARY and k'/.S.YI;/ ) \ l i i r y  .nr 
different. 

There are several ways to express this meaning ditfcn-iin'. I I ~ I  r, I \ M I I  
assume that stress marks that certain constituents arc in to rus .  .~ii(l 111.n i lns  

focus marking induces a partition ofsemantic material into .I 'fix u s '  p.11 I .nnl .I 

'background' part. This analysis, which has its roots in JackctiJott( I 07;: i l i . i p i t ~  

6) and Dahl (1974) was developed by Jacobs (1983, 1991) .inJ vo11 S I ~ X  liow 

(1982). See von Stechow (1990) for a comparison with an tilti.-rii.111w .IPPIO.H 11, 
Rooth ( I  98 5 ,  I 992). 

Stress on Mary in our example either means that the obu-c7 N 1 '  is I 1 1  t i n  us  01- 

that the whole VP, kissed Mary, is in focus (see von Stcchow (\ I 1 1 1  I I I . I  1111 H)HO 

and Jacobs 1991 for the ambiguities of stress marlung). Strc5.s o n  k'i .~cii  I I ~ - ; I I I S  

that the verb is in focus (or, alternatively, just the past reuse ~ i i o i ~ ~ l i c n ~ r ,  ;I 

possibility that is not dealt with here). We  can see focus as ;I t~; i t i i i -c  t l i . i i  1n.11-ks ;i 

constituent and we can assume that the different readings of ( i ) ( l i l t -  I D  (lie 
position in which that feature appears. The semantic eKcit o t t I I ( -  focus t ;;1tt11-~ 

is that it introduces a split of the semantic reprcse~it:itioii ilito .I h . i (  kI:miind 
part and a focus part. As this split is different for the i~itcrprecitioiis ot(1.1, b), 
the meanings of the verb phrases will differ. Many expressions will il1sreu;irii 
the focus-background split, but operators like i'nly are selisi rive t o  11 .iliil will 

produce different results when combined with expressions rim cliftci 1 1 1  die-ir 
background-focus articulation. 

In Krifka (1992a) I developed a framework in which the crr.itloli, 
propagation and utilization of background-focus structures arc foriii;~Ily 
captured. Background-focus structures are represented as pairs of semantic 
representations (B, F), where B can be applied to F, yielding the standard 
represemation B(F). The semantic contribution of KICHS is to crcate sucli 

~ ~ i ~ t i ~ i - s  by p i i r t i l i g  the sci~iali~ii rcpresentation oftlie constituent with focus 
tc.iti1re into rlic focus position and an identity function for entities that are of 
die type o t  the focus into the background position. If a background-focus 
stt-i~ctilrc (13, F) is combined with a semantic representation A that would 
normally be combined with the standard meaning B(F), then the background- 
KK.US structure is propagated. More specifically, if the semantic combination 
rule calls for a functional application of A to (B, F), then the result will be 
(A X[A(B(X))], F), and if it calls for a functional application of (B, F) to A, then 
die result will be (AX[B(X)(A)], F). This ensures that the focus constituent 
remains identifiable even in larger semantic representations. A focus-sensitive 
operator then takes background-focus structures as arguments and, using the 
additional structure they provide, yields a standard expression. 

To see how things work let us have a look at the treatment of one reading of 
example (la). Here, I use x and y as variables standing for individuals, s as a 
variable for situations (which are considered to be a special sort of individuals), 
and t as a variable for tuples of individuals of arbitrary length, including length 
o (this simplifies certain semantic rules). P is a predicate over tuples of 
individuals, T is a second-order predicate variable, and S is a variable over 
structured meanings. I specify both the syntactic structure and the incremental 
semantic representation in one tree. Capital letters in brackets, like [A], will be 
used as abbreviations. Subscript F stands for a focus feature. 

(2) Mary, A PA t.P(tm), = [A] 

[Mary]Ff <AT.T, 

kiss, A sxy.kiss(sxy), = [B] 

o n l y ,  A S.only(S) 

only kissed [Ma&, only((A T.[C](T([B])), [A])) 

Let us assume that only, applied to a background-focus structure, indicates 
that the background applies to the focus, and that there is no alternative to the 
fi1c11s sucli that the background applies to it. Let ALT be a function that maps a 
reprcsciir:itioii 1: to tlic sct ntits :iltertiarives, ALT(F).The alternative set contains 
C P I C S ~ ~ I I ~ . ~ ~ I O I I S  01 tlu- S ; I I I H -  IVIH.  .is 1: :iml t y l i i ~ ~ : i l l y  is i~o i i r ex t~~ :~ l l~  restricti.~ci, i i t i i i  



the focus content F itself is an element of AL HF). The alternatives arc context- 
dependent; in the case at hand, we may be talking about a specific set ofperso~is. 
Furthermore, the alternatives depend on the background (ct. Jacobs I yX 3); tliis is 
suppressed in the current notation. The elements of the alternative srt .ire 
partially ordered, and only excludesjust those alternatives that Jo not r:n I k IOW.I- 
than the focus itself. For example, a predicate like only kissed [Mary ami.Sue clo~~s 
not exclude that Mary was kissed. I will writeALTg (F) for the sCt o t ~ l  t n  I 1.invc-i to 
F that do  not rank lower than F itself. Then the following meaiiiiil;; i - i i l c ,  Imlils tor 
only as an operator on verbal predicates: 

(3) only((B, F)) = A t[B(F)(t) A -3T[T 6 ALT, (F) A B(T)(t)ll 

When we spell out only in (2) along these lines, we obt.1111 [ In -  t o l l , i \ \  I I I ~  

result: 

(4) only ((A T.lCl(T([Bl)), [*I 
= At[[Cl([AI([Bl))(t) A -3 -r[T ALT, ([All A [Cl(T(lfil))([)l I 
= A t[[C](APA tP(trn)(A sxy.kiss(sxy)))(t) A . . .] 
= A t[[C](A sx.kiss(sxm))(t) A . . .] 
= A t[A PA t 3 s[Past(s) A P(st)](Asx.kiss(sxm))(r) A . . .] 

= A t[Ax 3 s[Past(s) A kiss(sxm)](t) A . . .] 
= Ax[3s[Past(s) A kiss(sxm) A -3T[T ALT. ([A]) A I( 'I( 1 ( I  I $  ] ) ) ( \ ) I  1 

This predicate applies to entities x such that there was a p s i  c v r n i  s I 11  which 
x kissed Mary, and there is no proper alternative T to [A], t In.' cm .mi~ th~~ .  i l i i i t  

corresponds to Mary, such that there was an event s in which \ k l s s n l  I . 

This representation expresses the intended meaning only i I i l I ( -  .iliei-~~.ii ive 
set contains the right kind of objects. In particular, it cannot coin.ii11 jtlsi any 

as a predicate like only kiss [MaryL does not excliuli.~ ili.n .I pr~xlicatc 
like kissa woman yields a true sentence as well. Here I will assume i l i . i i  dir set of 
alternatives of a Â¶uantifie that is generated by an indiviii i1.11 (.I so-i.;illed 
'maximal ultrafilter') are again quantifiers that arc generated by ,111 ~~~~livicl t ia l .  
That is, whenever we have it that T ALT(2PA t.P(tx)), for seine x. ilicn '1 '  can 
be given by APAt.P(ty), where y denotes some individual. T11is :illows us to 
reduce the above description as follows: 

= A x[3s[Past (s) A kiss(sxm)] A 
-3y[y e ALTg (111) A 3s[Past(s) A kiss(sxy)]]], = [UI 

When we apply this predicate to an argument, like j (forJohn), we arrive :it a 
semantic representation which states that there was a situation s in tlie past sncli 
thatJohn kissed Mary in s, and there is no proper alternative y to Mary such that 
there is a situation s in the past where John kissed y in s. 

With focus on kissed, we would have arrived at tlic tollowing result: 

I l1.n is, ilicrc was a situation s in the past such thatJohn kissed Mary in s, and 
i l i r i '~  is n o  altcrn.itive I <  to kissing sucli that tlicre is a sit~iation in the past where 
olin K'ci.1 Mary. Note that lt has to be suitable restricted by ALT(kiss), for . . 
C ~ L I I I I ~ I C .  to prcciic-ares c ie~~ot i~ ig  types of aniable bodily co~itact. And again the 
I .inking may play a role; tor example, as every kissing involves touching, the 
)redieate t ouch  should not be considered an element of ALT. (kiss). 

Filially, with focus on kissed Mary we would get the following interpretation, 
assuming that focusation takes piace before tlie binding of the situation 
variable: 

(0) John only [kissed Mary]^ 
only((A P3s[Past(s) A P(sj)], A sx[kiss(sxm)])) 
== 3s[Past(s) A kiss(sjm)] A 

-3PlP e ALT. (Asx[kiss(sxm)]) A 3s[Past(s) A P(sj)]l 

That is, John kissed Mary, and there is no alternative P to kissing Mary such 
that John performed it. Again, P has to be suitably restricted, for example to 
social activities of a certain kind. 

Tlie representation is flexible enough to treat sentences with multiple focus, 
like the following ones where the relation between focusing operators and 
focus is indicated: 

(7) a. Even [John],, only kissed [Mary]). 

b. John even [only kissed [Mary], 1, 
c. John even [o~ i ly ]~  kissed [Mary]F 

See Krifka ( I  9922) and below, section 9, for details concerning these analyses. 

3 F O C U S  O N  N O U N  PHRASES 

So tar we have looked only at one type of NPs in focus, namely names. They arc 
particiilarly simple, as they can be analyzed as being oftype e. However, we also 
may tocus on indefinite NPs and certain quantified NPs, which have to be 
:ni.ily7~~1 :is licinu of a higher typc: 



274 Focus and Presupposition 111 Dyiuiii i~ liitcrprct.itio~~ 
- 

The issue of focus on NPs, including quantificational NPs, has not been 
addressed in sufficient detail so far. Above, as well as in Krifka ( I  992a), 1 have 
assumed that NPs of the type of second-order predicates, type ((e, t), t), can be 
focused, and that the function ALT would reduce things to type e in case of 
names. It is unclear, however, how the alternative sets of indefinite NPs or 
quantified NPs should be construed. 

Let us first discuss indefinite NPs. It seems that sentences like (Xa) can be 
interpreted in two ways: 

(8) a'. What John ate was only an apple and nothing more siibsta~iti~il. 
a". There is an apple x which John ate, and John didn't eat anything but \. 

Reading (a') can be generated by focusing on the quantifier an d/y/c. We 
have to retrieve the generating predicate, apple, from this quantifier, ;iiul t;~ke as 
alternatives those existential quantifiers that are generated by predicates that 
rank higher than apple on some order, e.g. because they denote entities t h a t  are 
more nutritious, more expensive, more damaging to one's health, etc. Note that 
we cannot simply assume that the noun apple is focused in this reading, as the 
number indicated by the definite article may play a role in determining the 
alternatives: for example, the properties 'two apples', or 'one apple and one 
pear', may count as alternatives. 

For reading (a"), on the other hand, we are concerned just with the 
alternatives of x itself; x is treated as if it were a name. O n e  plausible analysis of 
this case is that the indefinite NP is analyzed as having wide scope, and that the 
focus is on the trace left behind:' 

(8') a'. John only, ate [an apple]? 
a". an apple, [John only ate [eiIF] 

What about the readings of(8b)? There are two candidates to consider: 

(8) b'. John ate every apple, and John didn't eat anything else. 
c. John ate every apple, and there is no P other than 'apple' such tli.it Jol111 

ate every P. 

I think that (8b') is the prominent reading of ( ~ b ) ,  with focus on the N P  every 
apple, and that (8c) results from a narrow focus on the noun apple. Note tliat 
focus on every apple and focus on apple itself are phonologically indistinguisli- 
able, as in both cases the main noun will receive focal stress. Reading (Xb') is 
captured by the structure (X'b'), whereas reading (Xc) is due to a different focus 
assignment, (X'c): 

(8') b'. John only ate [every apple]?. 
c. John only ate every [appleIp. 

WV i n . i \  . isk WIN-ilk" we .ilso sliould assume a structure in which the 
l i ~ . ~ i ~ i i t h - i -  11.1, wule scope, si111il:ir to the indefinite NP in (Xa"). The underlying 
sinic H I I - G  wonkl lie ;is follows: 

(8')  b'. every apple, [lo1111 only ate [eiIF] 

I wonkl like to argue that this reading indeed exists, but that it is 
n~itradictory as soon as there is more than one apple in our model, and hence is 
irrelevant. It says that if ei is instantiated by some apple, then we arrive at the 
I c Â ¥  that Jo/;n only ale [e,] is true, that is, John ate this apple and nothing else. 
Iiis reading excludes that John ate other apples, and in particular that he ate 
c r y  apple if there were more than one apple in the domain. 

Now the task is to provide a general rule as to how alternatives of focused 
NPs can be constructed. To illustrate the problem, let us look at the following 
t liree sentences: 

(9) a. John only kissed [Mary]?. 
b. John only ate [an apple]?. 
c. John only ate [every apple]p 

Sentence (9a) could not be denied by pointing out that John also kissed a 
woman (namely, Mary). Similarly, (9b) cannot be denied by saying that John also 
ate a frui t ,  or agreen apple, and (90) cannot be denied by saying that John also ate 
an apple, or everygreen apple. These NP meanings obviously should not count as 
proper alternatives to Mary,  an apple and eve7 apple, respectively. 

We have to find rules that allow us to construct the right alternatives for NP 
meanings. The following principles will give us the intuitively adequate results: 

(a) If a term T denotes a filter, that is, a set of sets {X!P Â XI, then the elements 
in the set of alternatives ALTfT) denote filters, too. The filter-terms include . , 

names and universal quantifiers; for example, Mary is represented by 
(X! {m) G XI, and every apple as {Xi apple C XI. Note that this rule is a gen- 
eralization of the rule for names given in the previous section. 

(b) If a term T is indefinite, that is, denotes a set of sets (Xi P n X # 01, then the 
elements in the set of alternatives ALT(T) are indefinites as well. 

Note that we can determine whether a determiner T belongs to the 
filters or to the indefinites: if n [TI = P, where P # 0, and for all X with 
1' Â X, X e [TI,  then T is a filter. If T is not a filter, but there is a minimal 
set P, where P # 0, such that for all X e [TI, X n P # 0, then T is indefi- 
nite. The condition tliat T is not a filter excludes names, and the condition 
t l i a t  X n I-' # 0 excludes negative terms, such as noapple. 

( i )  I l i e  set of proper alter~iatives ALT., (T) is defined as {T' e ALT(T)!T C T']. 
l i :n i s ,  i t - ; I  term I iiicli~cles in its meaning the term T', then T' cannot be a 



The following examples should illustrate how principles (a), (b) and (c) work: 

(lo) a. ALT. [ /o/w] 
includes [ M a r y ] ,  [every boy], excludes [ a  boy}, [nog ir l ]  (a). 

b. ALT. [a boy] 
includes [a girl],  
excludes [Jolm], [every boy],  b o y r i l  (b), [aperson] (c). 

c. ALT,, [every boy} 
includes [ M a r y ] ,  [ eve ryw [ j ,  [every person}, 
excludes [ a  boyl ,  [noyri] (a), [(Â¥ver tall boy] (c). 

With these principles we will get the readings discussed above. }-'or the ease 
of indefinites one should keep in mind that for tlie more prominent re;iding 
(X'a"), where die focus is on a variable, we should expect a filter I~eli.ivio~-, as 
focus is on tlic maximal filter related to the variable: 

The rules given above give similar results as tlie theory n t  L.ei-tier & 
Zilnniermann ( I  983) which is based on German data. However, I do not  tollow 
their assumption that focus on qua~~tificatiorial NPs is impossible, aiii-I t l i a t  tlie 
relevant cases have to be analyzed as focus on the head noun of a c1ii:iiiti tied NP. 
Sentences like the following one are perfectly possible and preclude .in analysis 
in ternis of noun focus: 

( I  I )  Jolui even ate Ie~ery t l~ i r ig ]~  

Summarizing tliis section, it seems possible that quantificarioiial NPs are 
focused. I have specified the principles that help to determine tlie :ilternative 
sets in two important cases, namely focus on NPs with the filter property, and 
focus on indefinite Nl's. It seems that focus on otlier Nl's is iiiipossibli.~, like 
focus on negative  quantifier^.^ 

4 P R O B L E M S  W I T H  A N A P H O R I C  R E L A T I O N S  
A N D  P R E S U P P O S I T I O N S  

The representations I have developed liere so far are deficient in certain 
respects: they do not allow expression of anaphoric relations, and they do not 
make any distinction between presuppositional and assertional material. 

As for anaphoric relations, we should be able to take care ofexamples like rlie 
following ones: 

( I  2) Every girli only liked [her, ow11 paintingJF 
( I  3)  - Did every gentleman talk to his left partner and to his right partner? 

- Every gentle ma^ only talked to [hisi left pa rn~e r ]~ .  

~ i c i  i-iliii!; i1 i i . i i~ t i l~~i ;  l o r  ilitlLi-ciit c l i o i t - ~ ~  i for a gciitlenlan, we will get i's left 
I i n  .nit1 I \  i r i i ; l i t  p:inncr :is ~iltc~riiativcs. 

( ) t  niiii-sr ~ I I ~ T c '  ;irr 111~-oric's tirotind [liar d o  a good job in treating anaphoric 
I I h i p s - I  )i\coiirsc Representation Theory (Kamp 198 I ) ,  File Change 
kiii . imu~s (1 k-iin I # 2 ) ,  or some other model of Dynamic Interpretation (e.g. 
(ii-ociieni.iijk (!\ Srokliof 1990, 1991). However, we will have to check whether 
we 1:111 combine them witli the background-focus structures that I have 
.is~innrci K)I- the treatment of focus inforniation. 

AS tor thC presupposition/assertion distinction, it is well known since the 
work of Horn ( 1 9 6 ~ )  that tliis distinction is crucial for the adequate semantic 
analysis of particles like even and only. W e  have the following situation, 
I 11 listrated with simple examples: 

( I  4) a. John only kissed [Mary]F 
Assertion: John didn't kiss anyone else. 
Presupposition: john kissed Mary. 

b. John even kissed [MaryIF 
Assertion: John kissed Mary. 
Presupposition: It was more likely that John kissed someone else. 

The known tests for presuppositions (cf. e.g. van der Sandt 1988) verify this 
analysis. For example, a text where the assertion is followed by the presupposi- 
tion is pragn~atically deviant, in contrast to a text where the presupposition 
precedes die assertion: 

( 1  j) a. John kissed Mary, and he only kissed HER. 
b. *John only kissed MARY, and he kissed her. 

(10) a. *John even kissed MARY, although it was unlikely that he would have 
kissed her, out of all people. 

b. It was unlikely that john would have kissed Mary out of all people, but 
lie even kissed HER. 

Furthermore, the presupposition survives under negation and the possibility 
opera tor: 

( I  7) a. It is not the case that John only kissed Mary. 
It is possible chat john only kissed Mary. 
(entails that John kissed Mary) 

1 .  It is not tlic case that John even kissed Mary. 
It is possible thatJohn even kissed Mary. 
(emails that Mary was an unlikely person tor John to kiss). 

Aii:~~~lioric ri-f~rciice :ii i i i  presuppositions interact in interesting ways. W e  
tiinl i.isrs win-rc discourse retereiits seem to be introduced within the 
ll ,~\llpp~>-il~loll  0 1 . 1  s f l l l f l l c  r: 

Iii (12), the focus contains an possessive pronoun, h r ,  that is a~ia~liorically 
related to a quantifier, w r y q i r l .  In ( I  3 ) ,  tlie alternatives are ~ i e ~ e ~ ~ c i e i i r  O I I  the 
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(18) John only met [a Shei was pretty. 

If the first sentence has the presupposition that John met a woman, and 
asserts thatJohn didn't meet anyone else, then it seems that the presupposition 
part is responsible for creating a discourse entity for that woman that can be 
referred to later pronouns. 

In Krifka (1992b) I have proposed a way to combine background-focus 
structures with dynamic interpretation. In this article I will in addition deal 
with the distinction between presuppositions and assertions. We will see that 
dynamic interpretation is an appropriate setting for a theory of presupposition, 
which has been argued for by Stalnaker ( I  9741, Karttunen ( I  974), Heim ( I  98 3a) 
and most recently Beaver (1992). 

For example, certain problems with a static representation of presupposi- 
tions are eliminated as soon as we change to a dynamic framework. One such 
problem is that we must allow for variable bindings across presuppositions and 
assertion. Any theory that treats these two meaning components as inde- 
pendent, like Karttunen & Peters (1979), faces problems with sentences like the 
following one: 

( I  9) A man only kissed [MaryIp 
Presupposition: 3x[man(x) A kissed(x, m)] 
Assertion: 3x[man(x) A -3y[y ALT4 (m) A kissed(x, y)]] 

In a two-level representation, we would arrive at the indicated analysis. But 
this certainly doesn't capture the meaning of ( I  9): it presupposes that some man 
kissed Mary, and it asserts that some man (possibly another one) kissed no other 
person than Mary. Karttunen & Peters (1979) acknowledged this as a serious 
problem, and Beaver (1992) showed how it can be eliminated within dynamic 
interpretation. 

5 D Y N A M I C  I N T E R P R E T A T I O N  
A N D  PRESUPPOSITIONS 

In this section I will introduce a framework for dynamic interpretation and 
show that it allows for a straightforward treatment of presuppositions. The 
framework is most closely related to Heim (1982: chapter III), Heini (1983b), 
and Rooth ( I  987). The treatment of presuppositions follows Beaver (1992) in 
certain respects. 

Let us assume that A is a universe of discourse, W is a set of possible worlds, 
D is a countable set of discourse markers (I take D to be the set of natural 
numbers), and Ci is die sCt of discourse marker assipiiieiits, t h a t  is, tlie set ot. 

1j.u t !.,I t i n i t  nuns I ~ O I I I  I to A. I I ( i  is a constant of the semantic representation 
I.iiii;~~.ii;r. iln'li (lW slioulJ Jrnotr tlic extc-nsioii of a with respect to world w. I 
will use w, 11, v :is v:iri:iblcs over possible worlds, and g, h, k, f as variables over 
I S S I ~ ~ I I I C - I I ~ ~ .  

I I I tlie fbllowing notations to talk about assignments. If g G and 
I I )oiii(g), I will write g,, tor g(d). If g, h e G, then I will write g < h iff 
I )om(u,) C; I )oln(li) and g == h restricted tog; that is, g and h are identical for their 
sliarci.1 iloiiiaiii, and li is an extension ofg. Ifx A, d D, we will writeg<^h for 
li  g u {(d, x)}, provided that d <t  DO^(^); that is, h extends g in so far as it maps d 
to x. 1 will write &11 iff there is an x â A such that g^yIxh. This notation is recur- 
sive; tor example, I will write g$,dh iff there are x, y â A and a k such that g^yIxk 
and  k<d,yli. 
Ai l  i~itor~nation state u is a set ot world-assignment pairs {wg!. . .). The world 

component w captures the factual information, whereas the assignment 
o~iiponeiit g captures the accessible discourse markers. Sentences, and in 
m-~icral texts, arc interpreted as functions from information states to 
iiitorlnation states, or from 'input states' to 'output states'. In this paper, such 
tiiiictions are rendered by expressions of the form Au.{wg!. . .}, where o is used 
as state variable. 

Instead of giving a fragment with explicit interpretation rules, I will work 
tliro~igh an example that illustrates the intended semantic rules. 

(20)  a man arrived. 

:irrive, A sxAo.{wg â a\ arrivew(sx)}, = [A] 
a , ,  A QA PA tAo.(wg; 3x[wg â ~(tx)(Q(x)(uh ;3k[uk 6 o A k<i,xh]))]), 1 ,--IlY 

man, A xAo.(wg 6 o! man,,,(x)}, = [C] I I, 
a, man, IB]((C]), 
A M tAo.{wg ;3x[wg e P(tx)((uh!3k[uk e u A k G h  A manJx)]})]), I 

.I, I I I . I I I  arrive, [ I  )]([A]) 
A ~ / ~ ( J . { w ~ ; ~ x [ w ~  e [AI(rx)({~di !3k[iik e o A kGItxh A manu(x)]))]) 

A s ~ ~ ~ . { w ~ ~ : ) h [ w l i  e ( JA li<lg A manW(gl) A arrivew(sgl)l), = [El 
I 

' . l \ t , ,  

A I ) / t  t/l(~.(wg; -1 slwg f l'(st)((1111 Zk - U K ~  u A k$/,h A Pastu(s)]})]}. = [F] 



This example illustrates that indefinite NPs introduce new discourse 
markers. Episodic predicates behave similar to indefinite NPs in so far as they 
also introduce a new discourse marker, which is anchored to a situation. This 
discourse marker is related to the tense operator, and may be identified with tlie 
category 1' of extended X-bar theory. Note that in both cases I assume that the 
information as to which discourse marker is introduced is derived from some 
syntactic index. However, we could set up things in such a way that indefinites 
and episodic verbs take the next available discourse marker that is not in the 
domain of the input state; note that this rule will pick out a uniquely 
determined discourse marker, as the set of discourse markers is countable. 

The  next example illustrates the treatment of anaphoric expressions and 
presuppositions. Anaphoric expressions, like pronouns or temporal anaphora, 
pick up a discourse marker that is already in the domain of the input state. 
Normal pronouns simply refer to such an accessible discourse marker; 
possessive pronouns and episodic verbs that are temporally related to preceding 
expressions relate a new discourse marker to an existing one. For simplicity's 
sake, I assume that possessive pronouns are based on a relation o w n ,  and that 
the temporal relationship between two situations is expressed by a relation 
T R e l  (see Partee 1984 for a more detailed treatment of the temporal 
relationship). 

Presuppositions are formulas that have to be true throughout the input state. 
This reconstruction of speaker's presuppositions is inspired by tlie work of 
Karttunen ( I  974) and Stalnaker ( I  974) and has been implemented by Heiin 
(19832) and Beaver (1992). Here I assume that presuppositions either d o  not 
change the input state at all (if they are satisfied), or  they reduce it to the empty 
state (in case they are not satisfied). Let us have a look at one presupposition- 
carrying example: 

(21) He1 wasz3 pushing hisl4 bike. 

hisl4 bike, 
A PA t .{wg i 
Vuh[~ill E 0- El!y[bike,,(y) A ownu(lily)]] A (Presupposition, lH](o)) 
3k[wk E u A k$g A bike&) A ownw(glg4) A (Introduction DM) 

A wg P ( t g d ~ ) l l  (Assertion) 

push, A sxyAo.{wg E 0; pusli,,,(sxy)] I/ 

1 I represeiitation [MI imposes certain requirements on the input state. 
D M ,  the ;issertional part requires that the input assignment k is defined for the 
indices i and 2, and  undefined for the indices 3 and 4. Second, the prcsupposi- 
I I  part [Hl(cr) requires that for all world-assignnient pairs uh in tlie input 
st.iii.- ( J ,  11,  is defined, and there is a unique y such that bike(y) and own,,(l~,y) 
hold The requirements concerning tlie indices I and 2 are satisfied when we 
interpret IM] with respect to an output state of the representation [G} (given 
I . I ~  its assignments are undefined for 3 and 4), as [GI explicitly introduces the 
~ I I S  1 and 2 into the output assignment. T o  be more specific, we can 
oiiil-iinc [ C i ]  and IM] to form a text, using functional composition. 

Note t l i ; ir  hir every (7 for which [G](o) is defined, the assignments of [G](o) 
will lu- defined tor the indices I and 2. Furthermore, the requirement 
I I ( (  ' \ ( (J ) )  ensures rliat IN] is defined only for those input states for which it 
Iinlils ili.n [In-re is :I unique bike that gl lias. Note that in order to satisfy this 
i ninlinoi~, t l i i . '  inpiit state (1 (rlic input state for the whole text) must already 
111cri ( ( ~ i . i i i  I ~ x l i i  i r ~ ~ l i ~ ~ i i  rs. This captures die fact that the presupposition that 
i l i c  111.111 i I I O ~ ~ I I  l iy t l l i . ,  t'lrst si.~iiti.*~ice owns a bike is projected from the second 
M-inrilt c in i I N -  v v l ~ o l i . ~  i r ~ t .  Also, iluc to tlic universal condition 011 the input 
t i . 1 1 ~  i ~ ~ i i o ~ l i u c d  I ) \ '  / i Ã ˆ ~ , , ,  l i iL*r. g,, in [Nl  will pick our tlie bike 
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6 A C C O M M O D A T I O N  A N D  N E G A T I O N  

What happens if a state a does not satisfy the presuppositions of a sentence $ ? 
Then the output state [$](a) should be the empty set.5 But we can understand a 
text like (22) ,  even without being acquainted with the man the speaker is 
talking about, or his bike. 

This well-known phenomenon of accommodation (cf. Stalnaker 1974; 
Karttunen I 974; Lewis 1979) is treated in a novel way by Beaver ( I  992). Instead 
of seeing accommodation as a revision of the input states, that is, as an 
essentially non-monotonic repair strategy, Beaver analyzes it as a filter on a set 
of input states, the 'epistemic alternatives'. This set of epistemic alternatives 
represents the set of information states that are compatible with tlie text (and 
perhaps the shared background information of speaker and hearer). Let us 
assume that a text $ is interpreted with respect to a set of epistemic alternatives 
2 ,  for which we write 2141; then we can claim that those states in 2 that do not 
satisfy the presupposition of ̂ > are simply filtered out. This is accomplished by 
the following rule for updating epistemic states: 

That is, updating a set of epistemic alternatives 2 involves updating every 
element in 2 ,  and eliminating the empty set. If a particular state a does not 
satisfy the presuppositions in I^>], then [$](cJ) will be the empty set, and hence 
the state a does not survive in the resulting set of epistemic alternatives. 
Presupposition and assertion are treated in a complementary fashion: 
presuppositions filter out certain states in a set of epistemic alternatives 2 ,  
whereas assertions add information to the individual information states in 2 .  
Thus, accommodation of presuppositions appear as another way of conveying 
information, and in particular is a monotonic, restrictive operation. 

Let us put this theory of accommodation to the test and see how we can treat 
negation as a presupposition-preserving operator in this setting. I will write 
NEG($) for the negation of the sentence $, which will be interpreted 
compositionally as [NEG]([yl]). We expect die following properties of this 
representation. First, the presuppositions of 4 must become presuppositions of 
NEG($). That is, if an input state a does not satisfy the presupposition of$ then 
it is mapped to the empty set by NEG($). Second, if tlie presuppositions are 
satisfied then the input state CJ is reduced to the set of those world-assignment 
pairs wg that cannot be extended to pairs wh that are in [d) ] when applied co a .  
This suggests the following interpretation rule: 

I In- ~jit-\til'pos~tioi~ p.11 t [ 4 I ( ~ J )  # 0 c ~ i i  be seen as pragmatically motivated: 
i t  niiist In- to interpret $ with respect to a ,  otherwise NEG(4) would 
i i o t  lie I I I  lo1 I I I . I ~ I V C . '  I lie tollowmg example illustrates our analysis: 

( l i ~ l ~  uot sec I i i ~ , , ~  bike, [Q]([P]) 
- A xA4wg e o'i lP](x)(o) # 0 A -3hIwh e [P](x)([wg })]I, = [R] 

Here I have used [O] as an abbreviation for the presupposition. Assume first 
tliat tlic presupposition is not satisfied in a. That is, the entity referred to by the 
discourse marker I does not own a unique bike throughout a ,  which means 
tli;it 101(~) is bise. Then the set {wg~..[O](a)..] will be empty and the sentence 
meaning will result in tlie empty state when applied to o . Assume now that the 
presupposition is satisfied in a,  that is, [O](a) is true. When we apply the 
sc~~ti*i~t 'e  mcii~iiiig to (7, we will get tliat subset of a for which it does not hold 
(1i:it entity I saw liis bike. More formally, we subtract from a those world- 
;issig~~iiiciit pairs wg tliat would satisfy 3h[g<2,3h A bikew^) A ownW(h,h3) A 
Ã§ecw(li2xli,,)l IIms, the interpretation of (25) with respect to a state a will either 
rvdtu'c o to tlir empty set, i f t h  presuppositions are not satisfied, or will reduce 
ii to [In- sct o t  worlds and  assigniiients for which the corresponding non- 
iicS;itc-il sci~ti~i~cr tiers not liolct. Iii  this way tlie presupposition of the object NP 
i\ lirÃˆ)rctn tliroiigli the iicyatioii to tlie whole sentence? 

Wr 11.1vr sivn t l i ; ~ t  in  our reconstruction presuppositions are indeed 
prcsri-vnl i i ~ n l i ~  ~ ~ t - ~ t i o i i .  I iowrvcr. it is well known tliat negated sentences do 
1101 . t l ~ . i y ' \  pi csci v r  plfsil('p0sIl l o l l \  ( i t .  Snll-(-ll 10x8): 



(26) It is not the case that John saw his bike. (He doesn't have one in the first 
place!) 

Examples like (26) arc typical for a situation where the speaker protests, 
against certain presuppositions of other participants of the conversation. How 
should such cases be treated? W e  may assume two distinct types of negation. 
However, this is problematic, as there is hardly any evidence for that; for 
example, no language seems to distinguish lexically between a presnpposition- 
preserving and a presupposition-rejecting negation. 

Van der Sandt (1991) has proposed a theory of 'denial' that seems to give us 
what we want. The crucial part of this theory can be rephrased i l l  our 
framework as follows. 

Assume that at a given point in conversation, 2 is the set of episteniic 
alternatives shared by speaker and hearer. Now speaker A utters a statement $. 
That is, A proposes to restrict 2 to 214 ]. At this point, speaker B has a choice: if 
he doesn't give any sign of protest and utters some sentence ẑ >, where 
a(^][^] # 0, then he proposes to make 2[(^][+j the new set of epistemic 
alternatives. O n  the other hand, B can reject (^ by uttering some sentence % 
where q(̂ ][̂ ] = 0, and B has reasons to believe that this will be immediately 
obvious to A. A good candidate for t/~ is the negation of 4 ,  as S[(^][NEG($)] 
obviously reduces to 0. Often, ip is followed by another sentence y that 
indicates why B does not accept 4. In particular, B proposes to A to make 2[y] 
the new common ground. 

T o  see how tilings work, let us look at the following text: 

\ t i  t . 4 1  .is pics~ipl~t>\ i i  1011-.I I t ( . \  ling iii.~g:ition :ipplies to the 'eclio' of a previous 
~ c i i i t ~ ~ i t ~ .  vvliric i ln-  i . ' i . l i o  0 1  . I  scntciic-c is a coiijutiction of its assertional 
I I I~ . I I I I I I ! ; ,  11s l ~ n ~ s i i p p o ~ t i o ~ ~ , i l  ~ I ~ ~ ~ ~ ~ I I ~ I ~ ,  and its implicatures, with respect to the 
t O I I I V M  .II  vvliii 11 11 is (~v.11iiatct.l. van der Sandt follows Horn's (1985) theory of 
I I I . I I I I I ~ ; I I I ~ ~  I (  iii.~;.itioii in tliis point, assuming that there is no distinction 
I N , ~ N ~ Y . I I  l~~-t~~t~l~l~o~itio~i-:~CCecti~~g negatior~ and implicature-affecting 
I I ~ ~ . I ~ I O I I .  I lowi-vcr. i t  is ~ l o u b t f ~ ~ l  that these types of negation can be identified. 
M ~ t . ~ l i ~ ~ g i ~ i s i ~ c  i~~~g:itioli  clearly identifies a certain expression whose applic- 
i l n v  1, ili.'nii.-tl I-iy toea1 stress (cf. 28a. b), and this feature is lacking in 
111 i .-~iii~l~ositioii-:~HL-cti~ig negation (29a,b): 

(2s) .I. I [  is not po.s.sii)le, it is necessary that the church is right. 
1). (ii-a~nliiia did not kick the bucket-she passed away.  

(a)) . I .  Ilic king of France is not bald-France does not have a king. 
1). Jolin diil not regret that the Longhorns lost-the Longhorns didn't lose. 

I ICIK..~.. die position 1 am taking is that there are two types of negation, 
iioni~.il :mil ~~ictalinguistic, but that both presupposition-preserving and 
in-si~~~~~osition-~ffecting negations are instances of normal negation, and that 
t ln'sr two c:iscs diftcr only in so far as presupposition-affecting negation results 
t n ~ i n  [lie special denial pattern discussed above. 

7 I O C U S - H A C K G R O U N I I  S T R U C T U R E S  A N D  D Y N A M I C  
I N T E R P R E T A T I O N  C O M B I N E D  

(27) A: John arrived on his bike. (4) 
B: John didn't arrive on his bike; (ip, = NEG($)) 

John doesn't have a bike. (y) 

With sentence 4, speaker A proposes to B to add to the common ground that 
John arrived on his bike. With sentence ip, B rejects A's proposal, as accepting ẑ > 
after (̂  lias been accepted would yield an empty set of alternatives. Instead, B 
proposes to add y to the common ground, which explains why he rejected $: 
accepting y would violate the presuppositions of (̂  . 

This explains why negation sometimes seems to affect presuppositions. Note 
that i t  is not the semantics of a special type of negation that does that, but the 
peculiar discourse setting in which the negated sentence is used-namely, a 
setting in which accepting the sentence would yield an empty set of epistemic 
alternatives. This explains wiry presupposition-affecting negations occur only 
as reactions to previous utterances by another speaker. Furthermore, it explains 
why we find only one semantic type of negation. 

The proposed treattnCnt differs from v:in der Siindt ( I O O ~ ) ,  wllo ; i i ~ . i l ~ ~ e d  
l~rcsi~l>l~osition-;iCccri~ig ticg:itio~i :is sliglitly i l i t t ~ ~ - i . ~ i ~ t  l b m  n o i  m.il I I C ~ . I I I O I I  I I I  

Attcr li:iving introduced structured meanings to cover the relevance of focus 
;iml dyii;ii~iic interpretation to express anaphoric relation and presupposition, a 
ti;irilr:il way to proceed is to combine both representation frameworks. This was 
I in Krifka ( I  00211) with the objective of capturing the focus-sensitivity of 
snitet~ces coiitaining adverbial quantifiers, like in the following cases: 

(y)) :I. Usii:illy, :I hog catclies la FLYL 

( I t  tiogs cxtcli so~nct l i in~ ,  it is ~isually a fly) 
I ) .  Usuallv, a IXOC; catches a fly. 

( Itsn~~ictliiiig c:itc-lics a fly, it is usually a frog) 

( 3 1 )  -1 .  1 1 . 1  p . i int i~ [lives in :I VILLAGE]?, it is usually nice. 
( Most l u i ~ i t c - I - \  w h o  livr in ;i village live in a nice one.) 

i .  I 1 l . i  PAIN ITlKI, lives in .I village, it  is usually nice. 

( Mosi vill.igrs 111 wlinli dim.' lives :I piiintcr are nice.) 

Iii 1ln9 1~.10et. I will to( u s  D I I  [In- set11.niiL s t ~ t p ; i i - t i c ~ I ~ ~ s  like oii ly. W e  have seen 
tllitt tlirv t \ l ~ i i . i l l \  iiitliiir ~~irs~ipptisii i t i~is,  . i l n l  tl1.11 tlu'i-r ;irr iiitcivsriiig 



2 8 6  Focus and Presupposition in Dynamic Interpretation 

phenomena relating to anaphoric reference. This calls for a dynamic 
interpretation like the one we developed above. 

We  have seen in section 4 above that in a sentence with only the sentence in 
which only is omitted is presupposed, but it can introduce new discourse 
markers (cf ( I  8)). This suggests the following analysis of only as a VP-operator 
in a dynamic setting: 

(32) only((B7 F)) 
= A tAa{wg ! 

Vuk e uEIh[uh e B(F)(t)({uk])] A (Presupposition) 

wg B(F)(t)(a) A (Introduction of DM) 
-3X3k[X ALTq (F) A wk e B(X)(t)(a)]] (Assertion) 

In this formula, the first conjunct expresses the presupposition. The second 
conjunct introduces the indices of the expression in the scope of only into the 
output state, making it possible to refer to them later. The third conjunct is the 

i assertion in the narrow sense; it excludes alternatives of thesitern in focus. 

Let us work thTough a few examples. We  start with one that has the whole 
VP in focus: 

ate2 an, apple; 
AxAa{wg; 3k[wk e a A k k g  A eatw(g2xg3) A applew(g3) A Past^;)]), = [A] 
I 
a te2 an3 apple]?; (A P.P, [A]) 

o n l y ,  A S.only(S) 

v 
only [ate2 an3 apple]?, only((A P.P, [A])) 
= A tAa{wg; Vuh e a3k[uk 6 [A](t)({uh])] A wg 6 [A](t)(a) A 

-3X3k[x 6 ALTd ([A]) A wk e [A](t)(u)]] 
= A xAo{wg 1 

Vuh e 03k[hG2,,k A eatu(k2xk,) A appleu(kJ A Pastu(k2)] A 
3l[wk a A  kS3g  A eaUgzxg3) A app1ew(g3) A Pastw(g2)] A 
-3X3k[X ALTq ([A]) A wk X(x)(a)]] 

The resulting predicate maps individuals x to functions from input states a 
to output states that satisfy the following requirements: the first conjunct, 
expressing the presupposition, ensures that in every world u in u,  x ate an apple. 
The second conjunct updates the assignment k in every pair wk of the input 
state to a g such that g2 is an event where x ate an apple in w. This just 
introduces the event g2 and the apple into the assignments oftlie output s t ~ t r ,  
but docs not restrict its  set of l~ossil>l<- worKIs, r iven tin- prol~ositin~i.il 

I I I ~ O ~ I I I . ~ I I O I I  ot [In- I'll-st toiijuiic~. I l ie  third conjunct, expressing the assertion, 
lily i11.n t11cir is n o  .iltri-ii:itivr X to the focus meaning [A] such thatX is true of 
\. I 111s ics i i - i t t s  tin- possible worlds ofthe output state, but does not change the 
J ' t ~ K i i i  I I ~ I I I ~ .  wliii.li re tlccts tlic tact that alternatives do not introduce their own 
I ~ I I I ~ ~ I I I ~  

1 1 1  tin- ILllowing, expression, only focuses on the transitive verb: 

C.K,  A s\yAo.{wg 6 u; eatw(sxy)], = [C] I I 

r .nl l  .ill,  :ipplc, [Bl((AP.P, [C])), = (AP[B](P), [C]) 

We grt ;I prcilicatc that maps entities x to a function from input states a to 
output st:itrs surli that  it holds throughout a that x ate an apple, the 
assigniiieiiis ofilie oiitpnt state map 3 to an apple and 2 to a situation in which x 
ate  ~n ;ipplr (tlirsc two cx~~~cl i r io~~s  arc identical to the first conditions of (33)), . .  . . . 

and lor ilie worlils o t the  output state there is no alternative X to eating such 
(lli41 x ' X ~ i l '  . I11 :tpplr. 

'In' lu.xt (.x.i1111llr slinws 2 t.:isr in wllicli die itciii in focus is a NP. 
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I, eat, A sxyAu.(wg e o! ea&(sxy)), = [F] 

1 only, A S.only(S) 

v 
only are2 [an3 applek, only((2 T.[G] (T([F])), [El)) 
= ̂ xia(wgi 

Vuh c 03k[h<~,~k A eatu(k&) A appleu(k3) A Pastu(k2)] A 

j k [ ~ k  ' 0 A k<2,3g A eak&2xg3) A a~~1ew(g3) A Pastw(g2)] A 
-3X3k[X e ALT,, ([El) A 3s[wk 6 X(A sxyAa.(wg e a\ eatw(sxy)]) 

(sx)({uh 3k[ui (J A i<^h A Pastu(s)]])]]] 

The first two conjuncts of that formula are the same as in the two preceding 
examples. The third conjunct says that for the worlds of the output state there is 
no proper alternative X to the meaning ofthe item in focus, an apple, such that 
there was an event s in the past and x ate an X. Assunling that the proper 
alternatives to the meaning of an apple are those term meanings T that are 
generated by predicates that denote something more substantial than the pre- 
dicate apple (see section 3), this says that x didn't eat anything more substantial 
than an apple. 

In section 3 we argued that although this may be one meaning of the 
example at hand, a more plausible meaning is that there was an apple y, and x 
ate y and nothing else. This reading can be generated by assuming that a n  apple 
is quantified in. There are various ways to implement this idea, e.g. assumption 
of a representation level of logical form, or operator storage. The crucial 
properties of this reading are given in the following derivation: 

i l n -  wide scope reading of an3 apple is achieved by first specifying the 
;ir~iiiiieiit place with an cnipry element CJ that is semantically interpreted as a 
pronoun rr l~tcd to the object denoted by g3. Then the indefinite term an3 apple 
is ~~ii:iiiii ticJ in.  Gontrary to earlier representations ofthis term, its representa- 
tion (loo not till i i i i y  argiiinciit place ofthe predicate, but fixes the referent ofg3 
;>-Ã rrti-n-iiii'; to a apple. This shows up formally in so far as the 
ilcstription o t  (lie term contains an application P(t) instead of P(ty). This dual 
r o l c  of .I qii~iiti fic~ational NP should follow froin slightly different derivations 
tor ;irK~ii~~-~ii-tilliiii;  tonus and  tcrtiis that are quantified in. 

I CI us  now <.oiiipiirc tlic icsult we have gotten so far: 



Let us assume again that the alternatives to terms like [HI that are generated 
by an individual are terms that are generated by an individual. That is, the 
alternatives to [HI have the form A PA tAa.{wg 6 aI P(tz)(o)), where z ranges over 
individuals. Then the last part of the formula above can be reduced as follows: 

-3z3k[z e ALT. (g-,,) A 
3l[wl 6 a A 1$ly,2k A applew(y) A P a s u k 2 )  A eatw(k2xz)]] 

We  end up with a predicate that applies to entities x and changes input states 
a in the following way. There is some object y, and the following three 
conditions hold: (i) it is presupposed throughout a that if a is extended in such 
a way that index 3 is mapped to y and y is an apple, then x ate y, (ii) the input 
state a is extended in such a way that index 3 is mapped to y, y is an apple, and 
index 2 is mapped to a past event in which x ate y, (iii) a final condition for the 
output state is that there is no alternative z to g3 (= y) such that x ate z. Hence we 
get the interpretation that x ate a particular object y, which is an apple and 
nothing else. 

In the examples analyzed so far the focus particle occurred as a VP operator. 
But it may also be an operator on other categories, for example an NP. In this 
case we have to assume a slightly different meaning rule for only in order to 
adjust to the different type of the scope. I propose the following rule: 

The only difference to definition (32) consists in the introduction of a 
predicate variable Q which stands for the argument of the term in the scope of 
only. Hence (37) can be seen as a generalization of (32) to a different type. 

Let us see how things work out with an example. In the following, I derive 
the reading of eat only [an apple}̂ : 

v only, \ S.only(S) 

Manfred Krifka 29 I 

v 
c.11~ o i i l ~  [ . i n ,  .ipplc-I!, [OI([P)), 

/ I A , J { ~  Vull t (~3klnk e lN]([P])(t)({uh])] A wg 6 [N]([P])(t)(a) A 
IX Ik 1 X A1 I , (IN]) A wk X([P])(t)(a)]) 

/. S \ A ( J { W ~  Vull (~3k[h$k A apple,^) A eatu(sxk3)] A 
~ w k  f 0 A kGig A applew(g,) A eat,y(sxk3)] A - IXdkI X fc ALT., ([N]) A wk e X([P])(t)(o)]] 

I Ins is ;I rcliitioii between situations s and entities x that maps input states a 
10 r i i i p i i i  ,tatcs with assignments g that presuppose that throughout a ,  x ate an 
I I s, furthermore introduce a new index 3 such that g-,, is an apple that is 
c . i i  C I  I by x in s, and finally exclude that any alternative X to an apple was eaten. 

Note t l ia t  another way to derive the same expression is by quantifying in an-,, 
i n i l / C  into cat only [eJ1. The result is then a relation between entities x and . . - - -  

siiii.itions s that map input states a to output states with assignment g such that 
iln-n- 1-1 .in object y, where it is presupposed that x ate y in s, a new index 3 is 
iiiii-odiic~ed that is mapped to y, and it is excluded that x ate any alternative to y. 

In tin-' ~ ~ r i v a t i o n  I have given in (38) for eat only [an appl+, only has narrow 
siope witli respect to a past operator that binds the situation argument. This 
differs from tlie derivation given in (35) for only ate [an appleh Note that for 
ilii5 latter case we also have an alternative derivation where the Past operator 
li;is scope over only, which yields the same reading as the one given in (38). O n  
tin- otlier Iiiind, there is evidence that NPs like only an apple can get a wide- 
scope interpretation (cf. Taglicht 1984, who discusses examples like We must 
.(~m/y only pliysirs), which would yield an interpretation similar to (35) for 
srii~ciicc (38). That such reading differences indeed exist can be shown with 
cx;i~iipIc-s like the following. Imagine a lottery with three draws each day, and 
t l i ; i ~  Jolm p:irticipates in each draw. 

(30) .I. Yrsteril.iy, Joliii (only) won (only) a rose. 
I .  In illc tirsr cIr.iw, Jolm won a teddy bear. Then he won a bottle of 

( li.iiiip,ii!;~~e. I - ' i ~ ~ . i l l ~ ,  lie (only) won (only) a rose. 

Ill (.I). yntcniiiy :irun;ihly specifies the reference time, and the sentence has to 
lx" i~iic-ipiciril .is m ~ ~ ~ l ~ i ~ i i ! ;  i l i i i t  witliin the reference time there was no event of 
Jolm winning so11 u-I l iini!; 0 1  I I C I -  t han  a rose. In (b), the temporal adverbials 
aruiuldy ivth in  ilu- i l 1 .1~  i . ' v c i i i ~  Kut tlicn tlic last sentence has to be 
ltnri~*ivicil .is: ilicir \v.is .ill ( . V ~ I I I  111 wliiili )ol111 ilicln't  will i i ~ i ~ t l i i n ~  buta rose. 
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It seems that sucli scope differences indeed exist, but that the position 01 ,1nIy, 

does not predetermine the availability of possible readings. 

8 FOCUS A N D  A N A P H O R I C  R E F E R E N C E  

/e have seen with cases like ( I  3) that focus items can contain an:ipIii~i I, 
elements, and that the set of alternatives can vary with the input a s s i g i i ~ l i ( ~ ~ i ~ ~  
Let us check how such cases work out in our formalism. The question 0 1  ( I i )  

constructs the following alternatives: 

(40) Did2 every, gentleman talk to hisl^ left partner and hisi4 right partin'i 

Set of alternatives: 
{A PA tAo.{wg; Vuh[uh e a +  3!y[leti-partneru(yl~l)] A 

Ik[wke oA k < g  A left-partnerw(g3g,) A wge P(g3t)(o)]], 
APA tAa.[wg ; Vuh[uh e a+  El!y~-i~ht-partner~(~h~)] A 
3k[wk a A k%g A r i g h t - ~ a r t n e r ( ~ ~ g ~ )  A wg e P(g4t)(a)])), 

= {[All? lA211 

Here I am assunnng that left-partner and r ight-partner  are relations t l i  i i  

map a person to his or her left partner and right partner, respect~vel~. As \\ i i l i  

other definite descriptions, it is presupposed that there is a unique element i li.ii 
satisfies descriptive content, and a new index for this element is i n t ~ o ~ l i n  ( ( 1  
The answer to the question can be analyzed as follows. I assume tliat tlic .111s\4( I 

uses the same index for everygentleman as the question, and that it takes tin. s( I 

of alternatives indicated above. 

(41) Every, gentleman only talked, to [hisi3 left p a r ~ n e r ] ~ .  

[hisl3 left partnerIF, (AT.T,[A,]) 

talk to, A sxyAa{wg e 0; talk-tow(sxy)), = [B] 

talk to [hisl3 left partnerIF, = (AT.T([B]), [Ai]) 
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With X = [A,] as the only alternative of [Al], this reduces to the following, 
slightly abbreviated formula: 

= A xAojwg 1 
Vuh e of3!y[left-partneru(y1~l)) A 3kIuk e a A h<2,3k A left-partnerU(g3gl) A 

talk-tou(k2xk3) A Pas tu(k j  A 
3k[wke aA kGWg A talk-toW(g,xg3) A PastW(g2)] A 
-'=lfik[wke UA k<2,4!'A Vuli e oI!y[right-partneru(yhl)] Aright-  

partnerw(f4fl) talk-tow(f2xf4) A Pastw(f,)]) 

= [Dl 

W e  arrive at a function that maps objects x to fu1lctio11s from input states a 
with assignment k to output states such that (i) it is presupposed throughout a 
that k, ( x) has a unique left partner and that x talked to this person, (ii) an 
I tor the left partner of k, and an index 2 for the talking event are 
iiiti-oi.li~~ed, and (iii) it is expressed that x didn't talk to any alternative. In 
particular, ;>s tlie only alternative is k17s right partner, it is expressed that x did 
i ~ o t  talk to kI7s  right partner, where again it is presupposed that k, has a unique 
riglit \x~rtiic~-. I lie sentence is completed as follows: 

cvcry, gentleman only talked to [hisl3 l e f t~a r tne r ]~ ,  

lEl( l~~1) 
^J.lwge oi ~k [g< ,k  A gentlernanJk,) +3h[wh e [D](ki)({wk])]]] 

We i~rrive at a function that restricts input states a to output states for which 
c r y  ~.xtc*11sion k of an input assignnlent g to an index I such that kl is a 
~ , C * I I ~ ~ ~ I I ~ : I I I  ran 1x2 extended to an assignment h that satisfies [Dl applied to kl. 
At~eoi-i.ii11~ to our previous calculations, this means that it is presupposed 
t l i r~i i~l ioi i r  (J t l i ~ r  hir every k, k, talked to kI1s left partner; furthermore, we 
introduce a situation a, sucli that kt talked to kt's left partner, and didn't talk to 
kl's right partner! 
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9 CASES WITH MULTIPLE FOCUS 

In this section, I will discuss cases where more than one focusing operator must 
be assumed. In particular, I will have a look at the derivations of examples like 
(7). In the examples we are going to consider, the second focus operator is the 

- - 

particle even. For our discussion the following meaning rule for even is 
sufficient? 

(42) even((B9 F)) 
== A th{wg 1 wg Â B(F)(t)(a) A (assertion) 

VX e ALTd (F)[B(F)(t)(a) <p B(X)(t)(u)]] (presupposition) 

The first conjunct simply asserts B(F) with respect to the input state a .  The 
second conjunct says that for each alternative X to F, it is less probable in a that 
B(F) holds than that B(X) holds. This probability measure holds throughout a ,  
making it a presupposition. 

The rule just given covers even as a VP-operator. If it is an NP operator we 
have to adapt the translation of even to the new type, where the variable Q takes 
care of the VP argument: 

Let us first have a look at an example with disjoint foci. I assume that [GI, [F] 
and [El stand for the same objects as in (35) above. 

John,, APA tAu.{wg; wg P(tx)({uh;3k[uk e a A kG1h A h, = jw]))), 

= PI 

[JohniIF, (1  T.T, [B]) 

L even, A S.even(S) 

even [lohnlIF, even(@ T.T, [B])) 
/ 
e n  [Tohnl]~ only ate2 [an3 apple]?, even((AT.T, IBl))([A]) 
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The first conjunct reduces to the representation of John only ate [an apple}?. 
Here it is presupposed that John ate an apple, the indices for this event, the 
apple, and John are introduced, and it is asserted that John didn't eat any 
alternative to an apple (see above ( 3 5 ) ) :  

Vuh c 03k[h<~,~,;,k A eat,,(k2klk3) A k1 = jw A appleu(k3) A Pastu(k2)] 
A 3k[wk a A k<l,yg A eatw(gzglg3) A g~ = jw A appleW(g3) A Past^gz)I 
A -3X3k[X Â ALT4 1 El) A 

3sIwk e x(A sxyAa.{wg a; eatw(sxy)])(sx)({uh; 3k[uk e u A k<l,21sh A 

Past..(4 A 111 - jwll)ll 

The scconi.1 conjunct expresses that for every alternative X to John it holds 
tlir~ii~lioiir thC input state a that it is less probable that John only ate an apple 
rli;Ã§ tlut X only ate an apple. 

VX e ALT, (ID])[ 
{uk e 0 ; 3 h [ k ~ ~ h  A eat,+,(h2hlh3) A h, = jw A applew(h3) A Pas&(h2)] A 

-3XiIk[X e ALT9 ([El) A 
3slwk X (/lsxyAa.{wg e u~eatw(sxy)])(sx)({uh~~k[uk e a A k<l,21sh A 

Past&? A 11, = jwl~)lll 
<p X([Al)(o)l 

in summary, (44) has the following meaning: it is asserted thatJohn didn't eat 
any alternative to an apple. It is presupposed that John ate an apple, and that it is 
less likely for John that he didn't eat any alternative to an apple than it would be 
for an alternative to John. Furthermore, discourse entities for John, an eating 
event by John and an apple that is eaten in the event are introduced. This seems 
to  be the correct representation for a sentence like (44). For example, when the 
sentence is negated by it is not the case that, or dialogically by no,  only the asser- 
thin part will be negated, but not the presuppositions. 

Other cases with multiple focusing operators can be analyzed in a similar 
wily. Let us have a look at a derivation with overlapping foci: 

(45) even [only at% Iat11,2 appleIFlF 

even, A S.even(S) I/ 



even [only ate2 [all3 appleIFlF, even((2 P.P. [A])) 
= A xAa(wg; wg [P](x)(a) A VX ALT, ([A])[[A](x)(o) <_ X(x)(o)]] 

The  first conjunct reduces to the following formula, which says that it is 
presupposed in a that the individual x ate an apple in a ,  which asserts that x 
didn't eat any alternative to an apple, and which introduces discourse entities 
for an apple and an eating event: 

The second conjunct expresses that it is presupposed in a that it is less likely 
that x only ate an apple than that x did some alternative to only eating an apple. 

Finally, let us analyze a case in which one focusing operator is in the focus of 
another operator: 

ran3 apple]F? 
(A R.R. A S.only(S))((A T. [G](T([F])), [El)) 
= (A R.R((A T.[G](T([F])), [El)), A S.only(S)) 

I/ even, A S.even(S) 

The first conjunct reduces to the same formula as the first conjunct in the 
preceding derivation: it presupposes that x ate an apple, and asserts tliat x didn't 
eat any alternative to an apple. As for the second conjunct, we have  to know 
what the possible alternatives to on ly  are. In Kritka ( I  yy2a)  I siiSi!;estetl i l i ; i t  tlu- 
only altcrnativc to on ly  is die I I H - ; I I I ~ I I ~  ottlir focusing opri-.iioi i i / ~ o .  ( )iu. P K Y  (, 
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of evidence for this is the common locution not only X, but also Y .  Let us assume 
the following meaning for also as a VP operator: 

(47) also((B, F)) = 

A tAa(wg; wg e B(F)(t)(a) A (assertion) 
Vuk o3X3h[X A L T .  (F) A nil e I^(X)(t)({iik))]) (presupp.) 

That is, it is asserted that I%([:) lioliK. .11id i t  is presupposed that for some 
alternative X to F, B(X) holds, l ta lso is the only clement in ALTq (only), then 
w y t  the following; in tl.~pivr.u~tiii of die second conjunct of (46): 

After tlie iiic.iiiiiii', postulates Kir only and also are spelled out, we get tlie 
presupposition i I i . i i  ilirou~lioiit the input state o it is less likely that x ate an 
:1}1\71r ml no ,~Iit~i-i~.i~ivc to an apple, than that x ate an apple and some 
:iltcri~,iiiv~~ 1 0  .in , ~ ~ ~ ~ ~ l e .  T h i s  captures the meaning of expressions like (46) 
mi-m [ I \ .  

10 C O N C L U S I O N  

In tliis article I have shown that structured meanings can be incorporated in a 
dyiidinic setting, and that the resulting framework allows for a sophisticated 
treatment of focusing operators. In particular, we have seen that we can 
distinguish between prcsuppositional content and assernonal content, and that 
we can deal with discourse markers that are introduced within the scope of 
such operators. 
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between German and English: Contrary to 
English, focus on negative terms is possible 
in  German: 

( I )  a. Nur  kein Madchen hat geweint. 
[only no girl cried] 
'Everybody who is not a girl cried 
but no girl cried.' 

a. Wi r  haben nur keine Giraffen 
gesehen. 
[we have only no giraffes seen] 
W e  saw everything except giraffes.' 

This difference is due to the fact that the 
German negative quantifier has to be 
decomposed into a negation part and an 
indefinite part (cf. also Jacobs 1983). This 
was shown by Jacobs (1980) with examples 
like the following: 

(2) Jeder Arzt fahrt kein Auto. 
[every doctor drives no car] 
O n e  reading: 'Not every doctor drives a 
car.' 

If kein(e) has to be decomposed in this 
fashion, then the above exan~ples would 
obtain the following interpretations: 

(3) a. . . . nur [Madchen]? NEG geweint 
hat. 
[ . . only girls didn't cry.] 

a. . . . wir nur NEG [Giraffe t~]~ gesehen 
haben. 
[ we only didn't see [(any) 
giraffes]p] 

4 The  present analysis differs from the one 
given in  Krifka (1993), where I assumed 
that it is presupposed throughout the input 
state that g4 is defined and refers to gl's 
bike. A problem with that analysis is that it 
cannot handle quantified sentences as the 
following one, as the dicourse marker 4 
cannot be fixed to a particular object: 

Every boy, who likes hisl4 bike keeps it., 
clean. 

Noun phrases like his bike are analyzed as 
'weakly familiar' in the terminology of 
Condoravdi (1992). That is, although their 
index is not present in the input state yet, 
tlicir tic-scriprive co~itent is prcsupposctl. 

j This differs froni the treatninn 111 Kc.iver 
(1992)~ for whom [#](a) would be 
undefined in such a case. C o ~ ~ s e ~ u e ~ ~ t l ~ ,  
Beaver has to employ a semantic ineta- 
language that allows for truth-value gaps. 
This complication is unnecessary, I think. 
As the empty information state does not 
serve any essential function, we might 
make use of it to express presupposition 
failure. 

6 This analysis of negation differs from the 
one given in Heim (1983a) and Beaver 
(1992). According to their analysis, a 
negated sentence -# restricts an input 
state a to those world-assignment pairs 
whose assignments cannot be extended to 
satisfy # : 

The problem with this representation is 
that if # expresses a presupposition that is 
not satisfied throughout a ,  then the 
substracted set will be reduced to 0, and a 
- 0 is u again. So we would predict that a 
negated sentence containing a presupposi- 
tion that is not satisfied simply does not 
change the input state but otherwise does 
no harm. Note that the result is different in 
Beaver's theory, where in such a case 
( a )  will be undefined, and conse- 
quently [-#](a) will be undefined. 

7 There is one problem of the proposed 
analysis, illustrated by the following sen- 
tence: 

Hel did not see [hisl3 bike],. He, suspected 
that iti was stolen. 

Note that it can be anaphorically related to 
his bike, even though this NP  occurs within 
the scope of  a negation, and hence its index 
should be inaccessible. A way out is the 
following. Note that the negation does not 
affect the presupposition that I has a 
unique bike. Assuming that it picks up the 
description his hike, it follows that it refers 
to the same entity as its antecedent. In 
Kritk:~ ( I O O < )  1 assun~eti tli.it tlie iiulrx j 

t s r l t  I S  l i r r ~ ~ ~ l ~ l i ~ i s ~ - i l ;  liiiwrvn, I I I I S  I ir.111.s 

problems 1 1 1  i ~ ~ ~ . i ~ ~ ~ ~ t ~ i  .iiiiin.il i .iscs, as 
indicatnl 1 1 1  I I ~ ~ I ~  i 

8 This t ir . i i i~iri i~ n l  t i n  I ~ I I I ~ . I I I I I I I ~  ana- 
phorii > I < I I I I . I I I ~  t l i l l n s  I I C ~ I I I  the onegiven 
in Krilk.i ( I c)i;:li). w linr I assume that the 
a l ter i~ .~i i~r- i  (l111.i t l \  lrtbr to the partners, 
am! .is I l n ' v  ~ I I ~ I I I L ~ ~  differ for different 
l i v i ~ t l i ~ i ~ ~ - i i  mulrr consideration, the set of 
. J I ~ - I  I I . I I I M ~ \  is ilependent on input assign- 
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merits. The present treatment, where the 
alternatives are something like Skolem 

functions (for each gentleman x, they give ! 
x's left partner and x's right partner), allows 
us to give considerably simplified semantic 
rules for only. 

9 But see Jacobs (1983), who points out 
problems with an analysis of even in terms 
of probability. 
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